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This study trained children to master logical fallacies and examined how learning is related to processing effi-
ciency and fluid intelligence (gf). A total of one hundred and eighty 8- and 11-year-old children living in
Cyprus were allocated to a control, a limited (LI), and a full instruction (FI) group. The LI group learned the
notion of logical contradiction and the logical structure of the schemes involved. The FI group learned, addi-
tionally, to recognize other deductive reasoning principles. Reasoning improved proportionally to training.
Awareness improved equally in LI and FI. Changes in reasoning and awareness changes were related to
attention control and gf. Awareness mediated the influence of training on reasoning but not vice versa, sug-
gesting that awareness is necessary for conditional reasoning. Implications are discussed.

Conditional reasoning is important for intelligent
functioning, because it allows integration and eval-
uation of information (Johnson-Laird and Khemlani
(2014). It is grounded on four logical schemes
slowly mastered throughout childhood and adoles-
cence (Moshman, 2011; Muller, Overton, & Reene,
2001): modus ponens (MP), modus tollens (MT),
affirming the consequent (AC), and denying the
antecedent (DA). Two of the schemes, MP and MT,
are decidable and rather easy to grasp, because all
information needed for a conclusion is present in
the premises. In MP, if one accepts that “If A then
B” and “A occurs,” one must also accept that “B
necessarily occurs.” In MT, if B did not occur, it
necessarily follows that A did not occur either. The
other two, AC and DA are not decidable because
the conclusion depends on information not given in
the premises. Specifically, in AC, if B occurs, it does
not follow that A would also occur, because a third,
nonspecified factor, may be involved. In DA, it
does not follow that B would not occur if A does

This article is based on the doctoral dissertation of the first
author Michael Christoforides, which was conducted under the
guidance of the other authors, and it was written by the third
author Andreas Demetriou. Special thanks are due to Henry
Markovits, Michael Shayer, and four anonymous reviewers for
their constructive comments on earlier versions of this article.

Correspondence concerning this article should be addressed to
Andreas Demetriou, University of Nicosia, Research Foundation,
Makedonitissas Avenue, P.O. Box 24005, 1700 Nicosia, Cyprus.
Electronic mail may be sent to ademetriou@ucy.ac.cy or deme
triou.a@unic.ac.cy.

not occur because a third factor may cause B. Thus,
these two schemes are called “logical fallacies”
because they may deceive the thinker to draw a
conclusion that is not tenable. MP and MT are
attained early in development, at 7-9 years, by
practically everyone. The two fallacies are not mas-
tered before the age of 11-12 years, and then no
more than about one third of adults can handle
them systematically (Gauffroy & Barrouillet, 2009;
Johnson-Laird & Wason, 1970; Moshman, 2011;
Markovits, 2014; Overton, 1990; Ricco, 2010; Wason
& Evans, 1975).

AC and DA, the two logical fallacies, deceive the
thinker that a conclusion can be drawn because
they appear equivalent to MP and MT, respectively.
Obviously, events and discourse in everyday life
are often patterned according to them. A failure to
recognize and resist them results in misinterpreta-
tions and wrong decisions. For this reason, the fal-
lacies have been studied extensively in psychology
and the cognitive sciences in search of their causes
and of training methods that would enable thinkers
to cope with them (Nisbett, Fong, Lehman, &
Cheng, 1987; Ricco, 2010). The studies designed to
train conditional reasoning have been met with lim-
ited success so far. This study implemented a
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training program aiming to enable children to mas-
ter the logical fallacies and specify the possible con-
tribution of various aspects of mental processing,
such as attention control and working memory
(WM), and intelligence, such as inductive reasoning
and cognitive flexibility. Below we will first review
cognitive, developmental, and learning research on
deductive reasoning and then state the predictions
of the present study.

Cognitive Requirements

There is general agreement that intellectual func-
tioning is based on information integration and
evaluation processes. There is less agreement as to
what these processes actually are. In psychometric
theory, fluid intelligence (gf) is the main informa-
tion integration engine. It involves processes
abstracting similarities that enable the thinker to
induce relations between objects and relations
between relations (e.g., Athens is for Greece what
Paris is for France). In principle, there is no limit to
how far abstraction of similarities and induction of
relations can go, spanning from simple perceptual
similarities between actual objects to relations
between relations linking mental constructs
(Carroll, 1993; Hunt, 2011; Spearman, 1927). How-
ever, there is no agreement as to how gf is related
to deductive reasoning. In Carroll (1993) 3-stratum
theory, inductive and deductive reasoning reside in
gf, and they interact through general intelligence
(g). This interaction was never specified.

In cognitive theory, deductive reasoning is
important for information integration and evalua-
tion because it provides criteria for checking the
truth and validity of relations between representa-
tions standing for reality. However, there is also no
agreement about the relations between inductive
and deductive reasoning. According to Rips (2001),
they are clearly distinct, each activated when its sat-
isfying conditions are met. According to Johnson-
Laird and Khemlani (2014), they are closely related
because they are both based on the construction of
mental models that stand for the realities con-
cerned, actual or mental. These models express pos-
sibilities, and the relations between the models
involved are inferred on the basis of knowledge or
information that ignited the inferential process.

Developmental Requirements

In developmental theory, there have been many
models for conditional reasoning development.
They ranged in emphasis from models assuming
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that an underlying general mental logic guides
development to models assuming that inference is
always domain-specific and thus reasoning is based
on learning the constraints of different domains
(Ricco, 2010). The current dominant view is that
there is deductive reasoning competence emerging
from simpler forms of reasoning, such as class and
inductive reasoning, throughout childhood and
adolescence (Overton, 1990). This emergence is cru-
cially supported by developments in two important
domains: first, attainment of metacognitive aware-
ness about logical schemes and about truth and
validity that allow systematic search for alternative
possible implications of the representations
involved in a chain of reasoning (Markovits,
Thompson, & Brinsson, 2014; Moshman, 2011; Pia-
get, 1970; Piaget, 1976; Ricco & Overton, 2011). Sec-
ond, changes in WM provide the necessary
representational capacity for the representation of
mental models or rules related to these possible
implications (Barrouillet & Lecas, 1999; Rips, 2001).
It is accepted that actual reasoning performance
may often be less than optimal because reasoning
competence, although increasingly powerful, may
be compromised by various procedural factors,
including content familiarity and relevance (Ricco,
2010).

Demetriou and colleagues (Demetriou et al,,
2013; Demetriou, Spanoudis, & Shayer, 2014;
Spanoudis, Demetriou, Kazi, Giorgala, & Zenonos,
2015; Zebec, Demetriou, & Topic, 2015) advanced a
model aiming to explicate how the various pro-
cesses are intertwined in development throughout
childhood and adolescence. This model assumes
that reasoning develops in four cycles, from birth to
late adolescence. Growth through these cycles is
associated with changes in both the nature of repre-
sentation and their inferential interlinking. Changes
in various aspects of mental efficiency, such as
executive control and WM, also occur in liaison
with representational and inferential changes. Here,
we summarize the two last cycles, which are rele-
vant to the present study.

The cycle of rule-based inference develops in two
phases, first from 7 to 8, when rule-based inference
emerges from the representations of the previous
cycle, and then from 8 to 10, when rules are aligned
and integrated with each other. Specifically, in the
first phase, relations between semantic blocks defin-
ing generic concepts, such as object classes and
number, come into focus, enabling children to grasp
their underlying rules. In reasoning, MP is a first
strong sign of mastering the thread running
through representations of reality (the premises):
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for example, birds fly; tagi is a bird; therefore, tagi
flies. In the next phase, at 8-10 years, children can
align rules, grasp their underlying relation, and
check if arguments are consistent with each other
vis-a-vis this relation. This is reflected in children’s
grasp of MT in this phase. MT requires one to
invert the argument structure (e.g., birds fly; tagi
does not fly; therefore, tagi is not a bird) and align
it with the standard MP structure to check if they
are consistent.

Thus, in this period, inference gradually shifts
from representations to rules interrelating represen-
tations. This is reflected in awareness about mental
processes interlinking representations, such as syn-
tax in language (Olson & Astington, 2013) and logi-
cal necessity in reasoning (Miller, Custer, & Nassau,
2000). As a result, in this cycle, executive control
becomes flexible enough to allow children to shift
systematically between conceptual spaces (e.g., vari-
ous object categories), activate space-specific
instances, and interrelate them according to specific
inferential or procedural constraints (e.g., Brydges,
Reid, Fox, & Anderson, 2013; Demetriou & Christou,
2015; Demetriou, Spanoudis, & Shayer, 2014; Deme-
triou, Spanoudis, Shayer, van der Ven, et al., 2014).

In the cycle of principles interrelated rules are
reduced to general principles that may be used to
evaluate acceptable and nonacceptable relations
between rules and representations, and generate pre-
dictions about their possible instantiations. For exam-
ple, the integrated MP-MT inferential rule of the
previous cycle is raised to the principle of conditional
deductive inference when combined with the under-
standing that there may be other factors related to an
effect in addition to those specified in the premises.
When constructed, this principle renders the recogni-
tion of the logical fallacies possible (e.g., “birds fly;
tagi flies; it is not decidable if tagi is a bird”), because
it places premises in a context of stated and non-
stated possibilities. In the first phase, from 11 to
13 years, fallacies may be grasped under familiar
conditions feeding the inferential process with expe-
rience-based models showcasing the relations
involved. In the second phase, from 13 to 17 years,
these relations may be implemented into arbitrary or
nonreal contexts, suggesting an explicit conception of
the system involved (Demetriou et al., 2014).

The inferential process as such comes in focus in
this cycle (Demetriou & Bakracevic, 2009; Deme-
triou, Efklides, & Platsidou, 1993; Demetriou &
Kazi, 2006). Thus, in adolescence, executive control
may explicitly be applied on inferential processes as
such, allowing adolescents to choose between rea-
soning and/or heuristic processes according to the

specificities of the problem at hand, evaluate rela-
tive truth and validity, and decide when a logical
argument is nondecidable.

These cycles are marked by changes in the pat-
tern of relations between reasoning and processes
indexing processing efficiency, such as attention
control and WM (Demetriou, Spanoudis, & Shayer,
2014; Demetriou, Spanoudis, Shayer, van der Ven,
et al., 2014). Specifically, changes early in each cycle
(i.e., at 6-8 years and 11-13 years) are predicted by
changes in processing efficiency (e.g., attention con-
trol); changes late in the cycle (i.e., 46 years, 8-
10 years, and 14-16 years) are predicted by changes
in processes reflecting representational integration,
such as WM. It was suggested that, at the begin-
ning of cycles, changes in processing efficiency
reflect inferential changes better than WM because
they signify improvement in the command of
recently acquired mental units. Later in the cycle,
when these mental units are consolidated and they
start to be interrelated, WM is a better index
because alignment and interlinking of representa-
tions both requires and facilitates WM.

However, efficiency and WM index rather than
cause transitions in reconceptualization. The critical
causal factor for cognitive change is cognizance of
mental processes and representations because it
makes metarepresentation possible. That is, cog-
nizance produces cognitive experiences about men-
tal functioning (including self-evaluations and
external feedback about its efficiency vis-a-vis a
goal), and metarepresentation generates new repre-
sentations and processing patterns by explicitly rep-
resenting and encoding relations between earlier
representations into new and more efficient forms
(Demetriou, Spanoudis, Shayer, van der Ven, et al,,
2014; Spanoudis et al., 2015).

The model summarized above suggests that logi-
cal schemes are special programs for information
representation and integration. Therefore, mastering
any logical scheme is a function of the representa-
tional and integrational demands of this scheme.
The logical fallacies are actually simpler than they
appear. They require grasp of a general principle
integrating all four logical schemes above. This
principle specifies that the four schemes are not
symmetrical (e.g., MP does not imply AC and MT
does not imply DA) and that two of them (AC and
DA) are nondecidable, because there may be possi-
bilities not specified in the representations given.
To learn this principle requires (a) awareness of the
four logical schemes, (b) the cognitive flexibility
that is necessary to generate and align ensuing
mental models, (c) the representational capacity



required to represent these models to (d) induce
their commonalities and differences and specify
their implications, and (e) state (metarepresent)
them as a general truth-validity principle. This prin-
ciple will then guide future encounters with similar
problems (Demetriou, Spanoudis, & Shayer, 2014).
The present study aims to pinpoint how each of the
factors contributes to the construction of this funda-
mental deductive reasoning principle.

Training Reasoning

Learning to reason has become the focus of con-
siderable research because it may have important
professional and life implications (Nisbett et al.,
1987; Ricco, 2010). The focus of these studies varied
depending upon their theory of reasoning. The
studies assuming that logic is crucial in reasoning
trained participants to master the truth tables asso-
ciated with each of the various logical schemes.
However, success was meager (e.g., Muller et al,,
2001; Staudenmayer & Bourne, 1977), suggesting
that focusing on the underlying logical relations is
not enough. The studies assuming that reasoning
emerges from pragmatic experiences that may
direct children to grasp underlying logical relations
organized training to provide examples and coun-
terexamples related to each scheme. The assump-
tion was that children would abstract the
implications of each scheme and construct the nec-
essary inferential patterns. This approach was suc-
cessful among adolescents who were inferentially
advanced enough to use the examples encountered
to flesh out mental schemes they were already
using. However, it was not successful with younger
children with limited proficiency in conditional rea-
soning (O’Brien & Overton, 1980; O’Brien & Over-
ton, 1982; Overton, Byrnes, & O’Brien, 1985). A
third approach was based on Johnson-Laird’s (2006)
mental models theory. Training here aimed to
enable children to envisage and handle the mental
models necessary to represent the relations in each
scheme and reason accordingly. This approach suc-
ceeded with participants who demonstrated a WM
capacity high enough to enable them to represent
the necessary relations involved in the critical men-
tal models (Barrouillet, 1997, Simoneau & Marko-
vits, 2003).

Rationale of the Study and Predictions

Obviously, none of the factors examined by the
training studies above (logic, pragmatic examples,
or mental models learning) were sufficient to
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generate the change wanted. This study capitalized
on the successful aspects of these studies and the
cognitive and developmental models about the
organization and development of reasoning to
design a learning program that would be more suc-
cessful than the training studies available.

This study focused on two critical phases of con-
ditional reasoning development: that is, the second
phase of rule-based inference, from 8 to 10 years,
when the two determinate schemes are mastered
and the first phase of the principle-based inference,
from 11 to 13 years, when fallacies come within
reach. Third- and sixth-grade primary school chil-
dren represented these two phases, respectively.
Thus, we could test if a relatively short training
program (about a month), simulating the grasp of
awareness and related experience that presumably
unfolds spontaneously over these two phases,
would be enough to enable children to master the
fallacies. In addition to a control group in each age
group that did not received any training, there
were two levels of training, limited (LI) and full
instruction (FI; the terms “training” and “instruc-
tion” are used interchangeably). The LI group was
explicitly induced into the logical structure of each
of the four logical schemes and also into the notions
of logical contradiction and consistency. It is
assumed, based on the analysis above, that this is
the minimal requirement for grasping the general
principle integrating all four logical schemes into a
system that specifies the logical implications of each
scheme. The FI group learned, additionally, to rec-
ognize several crucial principles of deductive rea-
soning and practiced them by construction and use
of related mental models. Moreover, to specify
how, if at all, learning to reason depends on the
various processing and intelligence processes dis-
cussed earlier, all of these processes (i.e., processing
efficiency, WM, inductive reasoning, and cognitive
flexibility) together with the four logical schemes
and awareness about them were examined at pret-
est. This design allows testing the following predic-
tions.

1. Both third and sixth graders would solve MP
and MT tasks but not the AC and the DA
tasks. However, sixth graders may outperform
third graders in AC and DA tasks expressed
through conventional relations, indicating that
transition to principled reasoning is activated
(Moshman, 2011; Muller et al., 2001). Thus, a
significant effect of content is also expected.

2. Sixth graders would outperform third graders
in awareness, indicating an emerging insight
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into underlying inferential processes that are
associated with the transition between the two
phases.

In concern to structural relations, it is expected
that all processes (i.e., executive efficiency, gf,
deductive reasoning, and awareness) would
emerge as distinct constructs. The strength of
their relations may vary from low, according
to some theories (e.g., Rips, 2001), to high,
according to other theories (e.g.,, Demetriou,
Spanoudis, Shayer, van der Ven, et al., 2014;
Johnson-Laird & Khemlani, 2014).

The two training groups received the same
training on the awareness of the four logical
schemes. However, the FI received more train-
ing on various other aspects of deductive rea-
soning and related awareness. Naturally, (a)
the FI group would gain more from training
than the LI group in both reasoning and
awareness. Also, a larger difference in reason-
ing than awareness may be expected, provided
that they both received the same training on
awareness, but the FI group practiced more. In
concern to age, one might predict that (b)
training would remove differences between the
two age groups involved, canceling out any
age differences in attainment after intervention.
The relations between learning in reasoning
and learning in awareness and the other pro-
cesses examined here would be different to
reflect their differences in learning require-
ments. Specifically, (a) reasoning would
depend more on gf rather than attention con-
trol because deductive reasoning capitalizes
on general inferential processes to form
scheme-specific reasoning patterns. However,
(b) change in awareness would depend more
on attention control and cognitive flexibility
because these two dimensions of mental func-
tioning reflect ability to focus and regulate
mental processes.

In the literature, interaction between inferential
processes in reasoning and awareness about
them is not symmetrical. It is assumed that
changes in awareness lead to changes in rea-
soning, but the inverse relation may not hold,
because inference may run automatically (Ricco
& Overton, 2011). A strong test of this assump-
tion may be the role of each process as a medi-
ator of training effects to the other process.
Specifically, it may be predicted that the medi-
ating role of awareness in reasoning change
would be larger than the mediating role of rea-
soning in awareness change (Demetriou,

Spanoudis, Shayer, van der Ven, et al., 2014;
Spanoudis et al., 2015).

Method
Participants

A total of 180 children, equally drawn from third
(Mage = 9.18, SD = .45, range = 8.13-10.33 years)
and sixth  grades  (Mgag = 11.68, SD = .46,
range = 10.83-13.00 years) were examined. There-
fore, the age range of children in each age group
varied within the two successive developmental
phases related to the hypotheses of the study.
Males and females were almost equally represented
in each grade (45 males and 45 females in third
grade and 48 males and 42 females in sixth grade).
These children were of urban origin, living in Nico-
sia, the capital of Cyprus. All children were Greek
Cypriots; they were all Greek Orthodox and native
speakers of Greek. They all came from middle-class
families, with at least one parent having a univer-
sity degree who worked as professionals, business-
men, or officers in public administration.

Through each child’s school, an invitation for
participation in the study was sent to children’s
families in several schools in Nicosia. The first 180
children whose parents permitted participation and
satisfied criteria for inclusion were included in the
study (i.e., typically developing children without
any history of mental or physical health problems).
Children came from 22 schools. The children of
each grade were randomly allocated to the three
experimental groups (i.e., control, LI, and FI, see
below), according to the order of consent form
return. That is, the first child in each grade was
allocated to the FI, the second to the LI, and the
third to the control group, etc. This composition of
the sample frees results from any possible bias
related to a specific classroom or school.

Tasks and Procedures

Four task batteries were used: the first addressed
processing efficiency and WM, the second
addressed gf and semantic/verbal fluency (S/Vf),
the third addressed the four logical schemes of
deductive reasoning specified above, and the fourth
addressed awareness about them.

Processing Efficiency Batteries

Speed and control of processing battery. A series of
computer administered Stroop-like tasks, first used



by Demetriou, Christou, Spanoudis, and Platsidou
(2002), were used to address speed and attention
control. These tasks were similar to the standard
Stroop task in that children read color words or rec-
ognized their ink color. That is, three Greek words,
which have the same number of letters—ko6kKivo
(red), mpdowo (green), kitpwvo (yellow)—were used
and participants were tested under two combina-
tions of word meaning and ink color, that is, read-
ing a color word printed in the same ink color and
naming the ink color of a word denoting a different
color. Participants were instructed to use the R, the
G, and the Y keys for red, green, and yellow,
respectively. A total of 32 (4 condition x 8 stimuli)
stimulus arrangements were presented. To facilitate
responding, a red, a green, and a yellow sticker
were placed on the respective keys. Four response
times were estimated: word compatible, word
incompatible, color compatible, and color incompat-
ible. This test was highly reliable (Cronbach’s
o = .82).

WM battery. Three computer-administered tasks
addressed WM. The geometrical figures task, first
used by Demetriou, Mouyi, and Spanoudis (2008),
addressed visuospatial short-term storage. In this
task, triangles, squares, rectangles, hexagons, circles,
open angles, and arcs were superimposed on each
other to form configurations of increasing complex-
ity. A total of 15 stimulus arrangements were pre-
sented. Nine of them involved 2, five involved 3,
and one involved 4 superimposed figures, respec-
tively. Two-figure arrangements were presented for
1 (3 items), 2 (3 items), 3 (2 items), or 4 (1 item) s;
three-figure arrangements was presented for 1
(1 item), 2 (2 items), or 3 (2 items) s; the arrange-
ment with four figures was presented for 4 s. The
participant’s task was to identify the stimulus
arrangement among five alternatives presented
immediately after the presentation of the stimulus
arrangement.

The Corsi block task, first used by Case (1985),
addressed visuospatial WM. A 5 x 5 squares lay-
out was shown on screen; a cartoon stepped ran-
domly in several of these squares. To test WM,
children were asked to recall these squares in
reverse order. The memory demand ranged from
one to seven cartoon appearances (three sets for
each level).

Daneman and Carpenter’s task (1980) addressed
phonological WM. Children read a sequence of sen-
tences and their task was to store and recall, in
order of presentation, the last word of each sen-
tence. Levels of difficulty varied from 1 to 7, with
two trials at each level. A point was given for each
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level if both the words and their presentation order
were correct. A point was given for each correct
word in each level and a point was taken away if
the recall order of a level was wrong.

The score on each of the WM tasks was the sum
of total correct responses given. Reliability was
acceptable given the small number of tasks
involved (Cronbach’s alpha for the three WM
tasks = .53).

Cognitive Batteries

gf battery. Naglieri’s test of nonverbal ability
addressed gf (Naglieri and Das, 1997). This test
includes 38 items requiring spatial visualization,
pattern completion, serial reasoning, and reasoning
by analogy. This test correlates highly with Raven’s
standard progressive matrices (.62). One point was
given for each matrix solved (total score varying
between 3 and 36). This test was very reliable
(Cronbach’s o = .88).

Sematic/verbal fluency battery. To test the possible
relation between cognitive flexibility and reasoning
learning (Markovits & Quinn, 2002; De Neys,
Schaeken, & D’Ydewalle, 2005), a test of S/Vf was
used. Children were asked to produce as many
words as possible in 30 s, for each of six categories:
animals, electrical appliances, fruits, toys, clothing,
and terms denoting relatives. The score for each
category was the number of category exemplars
recalled in the time allocated and it varied between
3 and 9. Performance on this task obviously reflects
both semantic fluency in accessing concepts from
long-term memory and verbal ability in spelling
them out. The time constraints imposed for recall
also render this task an index of mental efficiency.
The reliability of the test was good (Cronbach’s
o = .69).

Reasoning and Awareness Batteries

Reasoning  battery. A reasoning battery was
developed for the purposes of the present study.
This battery involved 24 tasks, six for each of the
four logical arguments (i.e., MP, MT, AC, and DA).
The tasks addressed to each argument involved
conventional, arbitrary, and nonreal relations. Two
tasks were used in each Argument x Content com-
bination as follows: conventional content referred to
standard entities and relations (e.g., “If the figure is
a square then it has four angles”; “If the last digit
of a number is 4, then this number is even”). Arbi-
trary content involved familiar entities, but their
relations were arbitrary (e.g., “If it is a triangle then
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it is red”; “If the hidden number is a two-digit
number then it has 12 cycles underneath”). Nonreal
relations involved familiar entities declared to have
an unreal property (e.g., “If it is a rapid then it has
8 legs”; “If the hidden figure is a circle, then it has
right angles”). All but one (rapid) of concepts used
in these tasks came from school mathematics and
they were familiar to the children (i.e., square, cir-
cle, triangle, side, angle, digit, even, and rapid).
These concepts were selected because they are not
involved in pragmatic, causal, or permission rela-
tions that might interfere with the target conditional
relations investigated here. Children were inter-
viewed before taking the pretest reasoning battery
for their knowledge about these terms. Very few
children needed any explications about them.

The major premise of each argument above was
presented together with a minor premise and three
options for the conclusion (printed underneath).
The minor premise defined the logical form of the
argument (e.g., the minor premise of the first argu-
ment above stated that “the figure is a square,”
“the figure has four sides,” “the figure does not
have four sides,” “the figure is not a square,” for
MP, MT, AC, and DA, respectively). Of the three
options given for the conclusion, the first confirmed
and the second denied either the major or the
minor premise (according to the argument); the
third option always declared the argument as unde-
cidable (e.g., “based on the premises we cannot be
sure if the figure has four sides or not”). Children
were instructed to “take it for granted that the pre-
mises of each argument are true and choose, based
on what these premises state, the right conclusion
among the options provided.”

Presentation order of the three content-specific sets
was the same across participants, proceeding from
supposedly easy to more difficult content: conven-
tional, arbitrary, and nonreal relations. This presenta-
tion order may transfer experience across content
types, facilitating participants to differentiate content
from logical relations. This is a strict test of the
hypotheses concerned with the effect of learning on
content as it may show the possible resistance of diffi-
cult content to training. The presentation order of the
eight tasks within each content set was as follows:
MP, AC, MT, DA, MT, DA, MP, AC. This presenta-
tion order ensures a balanced interchange between
easy and difficult schemes and efficiency in the exam-
ination processes Markovits et al., 1996, Quinn &
Markovits, 1998; Simoneau & Markovits, 2003).

Performance on each task was scored on a
1 (pass)/0 (fail) basis. Cronbach’s alphas for pretest
and posttest were .68 and .82, respectively.

Auwareness battery. The awareness battery was
specifically designed for the present study and it
included seven tasks. These tasks are based on sim-
ilar tasks used in the past to examine changes in
self-awareness about mental processes and specify
their relations with development in cognitive ability
(Demetriou & Kazi, 2006; Demetriou, Kazi, & Geor-
giou, 1999; Kazi, Demetriou, Spanoudis, Zhang, &
Wang, 2012). These studies showed that awareness
of cognitive processes recycles with intellectual
development across developmental phases.

Each task involved a target conditional or transi-
tive reasoning argument (two premises and the
conclusion) and three arguments given as options.
The format of the transitivity tasks was similar to
the format of the conditional arguments. That is,
there were two premises (e.g.,, George is heavier
than Andy, Andy is heavier than Michael) and a
conclusion stated as a question (ie., “is George
heavier or lighter than Michael?”). All awareness
tasks involved conventional content which was dif-
ferent from the content used on any of the tasks
included in the reasoning battery.

The participant was first asked to solve the tar-
get argument and then to choose which of the three
options was similar to the target argument in “the
way of thought” required to reach the conclusion.
Before choosing one of the three options, the experi-
menter explicated “the way of thought” required
by the target argument to children who failed to
solve it, focusing on the model that is critical for
the argument concerned. For example, the explica-
tion for a DA argument (e.g., “If one is ill one does
not go to school; George is not ill; did George go or
he didn’t go to school?”) focused on the nondecid-
able nature of the argument and referred to alterna-
tive causes that might have caused the answer (e.g.,
“someone who is not ill may not go to school for
several reasons, including lack of transportation”).
This manipulation was judged necessary to ensure
that failure to solve the awareness tasks was not
caused by lack of access to the logical scheme con-
cerned. Therefore, the emphasis here was not on
reasoning as such, but on metareasoning because
this battery focused on judgments about the nature
of the inferential processes involved in the various
tasks rather than on the execution of these
processes.

MT, AC, DA, and transitivity arguments were
presented as target arguments. The choices
involved combinations of all of these arguments,
including the correct one. Transitivity was preferred
over MP arguments for two reasons. First, MP are
very easy for the children involved in the study



and thus not appropriate to reflect changes in
awareness possibly evolving with mastering the
logical relations involved. Second, transitivity is
clearly different from the other arguments, allowing
uncovering any possible sensitivity to clear differ-
ences in logical structure. An example follows: Tar-
get argument: If it rains, the grass is wet. It rained
earlier. Is the grass wet? It is explained why the
grass will be wet. Then, children are asked to
choose which of the arguments following requires
the same line of thought: (a) If the car is out of pet-
rol it doesn’t start. The car started. Did it run out of
petrol? (b) If it rains, there are clouds. There are
clouds. Will it rain? (c) If Nic wins the lottery, he
will buy a brand new car. Nic won the lottery. Will
Nic buy a brand new car?

Awareness tasks were always presented after the
reasoning tasks. This order was considered appro-
priate to ensure that inferential processes were
“primed,” in a way, so that awareness about them
may emerge, if possible or available. Also, this
order ensures that no transfer occurred from aware-
ness to reasoning performance, at least at the
pretest. Performance on each task was scored on a
1 (pass)/0 (fail) basis (alpha reliability = .75 and .79
at pre- and posttest, respectively).

Upon completion of the posttest, children were
asked to justify their answers on 10 tasks (i.e., 1
MT, 4 AC, and 5 DA) that were representative of
the Argument x Content (i.e., conventional, arbi-
trary, and nonreal relations). Obtaining these expla-
nations might highlight how intervention
influenced the representation of relations and the
line of argument. Explanations were asked at the
end of the experiment rather than at earlier phases
because the reflections activated by explanations
might unduly interfere with the training process.

Training

Training aimed to develop an analytic approach
to propositions involved in an argument as con-
trasted to their everyday use, raise awareness about
(a) the chain of relations between propositions lead-
ing to a conclusion, and (b) the four basic logical
schemes and provide practice in the construction of
mental models following from each scheme. Train-
ing always started with an argument given to the
child to solve and evolved according to the plan
related to the session concerned. There were six 20-
to 30-min sessions, each focusing on a particular
aspect of the inferential process and it was deliv-
ered individually. The aims of each session, instruc-
tions to children, and related examples are detailed
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in Table S1. It is noted that the order of presenta-
tion implements a systematic progression of train-
ing from general (e.g., everyday vs. analytic and
formal approach to premises and conclusions) to
more specific themes (e.g., contradiction and logical
necessity) and culminating into the explicit repre-
sentation of the four logical arguments. Children
were introduced into each session’s target concepts
in reference to a specific problem and they were
then asked to solve sample problems, receiving
feedback about their answers.

The first session aimed to raise awareness about
the analytical approach to logical arguments as con-
trasted to their “everyday” use in language. In the
second session, children learned to differentiate
between the stated and the possibly implied mean-
ing of propositions and focus on the first. The third
session focused on logical contradiction and truth.
The fourth session focused on the notion of contra-
diction and consistency, aiming to enable children
to recognize propositions which are consistent with
a target proposition and propositions which are in
conflict with it. The fifth session focused explicitly
on the notions of logical necessity and sufficiency.
The last session focused on the explicit recognition
of the four logical schemes and the construction of
alternative mental models implied by each. The
content used in the training arguments was always
different from the content used in pretest and postt-
est batteries.

Design and Procedure

All speeded, WM, and S/Vf tasks were
addressed once, before training, because of both
substantive and practical reasons. That is, perfor-
mance on these tasks before the experiment was
used to examine if individual differences in these
dimensions influence learning as planned here.
Addressing these batteries at posttest might be
informative about the possible generalization of
learning to these processes, but this would exceed
the time constraints of the study. All reasoning and
awareness tasks were given twice, before and after
training to measure the possible impact of learning
on the processes trained. There was no significant
difference in performance on any battery before
training. Children in the FI group participated in all
six sessions. Children in the limited instruction
group participated in Sessions 4 and 6.

Children were individually examined and
trained on all tests by the same experimenter (the
first author, who is a teacher by training) in a spe-
cially provided room at children’s schools. That is,



1864 Christoforides, Spanoudis, and Demetriou

each child was first examined with all tests
included in the pretest; reasoning and the process-
ing efficiency batteries were given on a different
day, in a randomized order. Following pretest, chil-
dren were involved in the training program,
depending upon their experimental group. Each
training session was delivered on a different day,
separated by an average of 3 days. The posttest rea-
soning and awareness batteries were identical to
the pretest batteries and they were given at least
one full week after and, on average, 15 days after
the last training session. This delay was considered
necessary to remove any possible recency effects of
training on the posttest, rendering examination after
training a delayed rather than an immediate postt-
est. Pretest took place from March through June
2007. Training and posttest took place from August
2007 through June 2008.

Results
Attainment

To specify possible differences in attainment as a
function of the various factors involved in this
study, several repeated measures analyses of vari-
ance were run. These analyses were considered
appropriate to uncover possible training effects in
their interactions with the other between- (age) and
within-subject factors (logical relations, content, and
awareness involved). No covariates were included
in these analyses because interactions between pro-
cesses were explored by various structural equa-
tion modeling (SEM) approaches to be described
next. It is noted that preliminary analyses examined
if there is any association between the school of ori-
gin of participants and pretest or posttest perfor-
mance on the four logical schemes. No such
association was found (p for all y*> for
School x Logical Scheme association > .05). Also,
preliminary analyses revealed no gender differ-
ences. Thus, both school of origin and gender were
excluded from all analyses below.

The first analysis examined attainment in reason-
ing and it is related to the first of our predictions
(see Table S2, for the raw mean scores used in this
analysis). This was a 2 (grade) x 3 (training) x 2
(pretraining vs. posttraining) x Content (conven-
tional, arbitrary, nonreal relations) by logical
scheme (MP, MT, AC, DA) analysis with repeated
measures on the last three factors. This analysis
was applied on the sum scores of the six tasks
addressed to each of the logical schemes (2
tasks x 3 content types—real, arbitrary, nonreal

relations). Both the effect of grade, F(1,
174) = 11.92, p < .001, n%?=.06, and the effect of
instruction, F(2, 174) = 15.39, p <.0001, nz = .15,
were highly significant and strong. Consistent with
Prediction 1, the first effect reflected the fact that
sixth graders performed better than third graders.
Consistent with Prediction 4, trained children out-
performed controls. Of the various within-subject
effects, the comparison of pretraining with post-
training performance, F(1, 174) = 175.33, p < .0001,
n°=.50, and its interaction with training, F(2,
174) = 41.74, p < .0001, n* = .32, were highly signif-
icant and very powerful, indicating that perfor-
mance improved extensively as a result of
instruction, proportionately to the degree of instruc-
tion received. Also, consistent with Prediction 1, the
effect of logical scheme, F(3, 172)=362.82,
p < .0001, n* = .86, was extremely powerful, indi-
cating that performance on MP and MT was much
higher than performance on the fallacies. The effect
of content, F(2, 173) = 86.98, p < .0001, n2 = .50,
was also highly significant and powerful, indicating
that dealing with conventional relations was
easier than dealing with nonreal relations
(Maifference = 0.853, SE =.09, p <.05) or arbitrary
relations (Mgifference = 1.13, SE =.09, p <.05); the
difference between nonreal and arbitrary relations
was also significant, (Maifterence = 0.275, SE = .07,
p < .05). The interaction between these constructs
was highly significant, F(6, 169) = 21.42, p < .0001,
n? = .43. This effect reflected the fact that there was
practically no difference between the three content
types in performance on MP and MT tasks as it
approached ceiling across all of them; the content
effect noted above emerged in concern to both AC
and DA. However, content interacted significantly
with time and training, F(4, 346) = 4.37, p < .002,
n? = .05. This interaction indicated that the training
effect increased systematically with content: It was
minimal for real relations (pre—posttest difference
between LI and FI = .03 SE = .04, p > .05) and sig-
nificant for arbitrary (pre—posttest difference
between LI and FI = .22, SE = .02, p < .05) and non-
real relations (pre—posttest difference between LI
and FI = .26, SE = .04, p < .05).

Therefore, success on the various tasks is consis-
tent with the literature and expectations. Specifi-
cally, performance on MP and MT was close to
ceiling at pretest among both third and sixth gra-
ders: 80% or more of all children solved all 12 MP
and MT tasks already at pretest. Success on the fal-
lacies was much lower. It can be seen that pretrain-
ing performance of all three experimental groups at
both third (13%-16% on AC and 21%-24% on DA)



and sixth grade (20%—29% on AC and 23-35% on
DA) was very low. Posttraining performance rose
considerably among the LI (43% and 49% on AC
and DA, respectively) and the FI third graders (58%
and 57% on AC and DA, respectively). Performance
of LI (43% and 50% on AC and DA, respectively)
and FI sixth graders (71% and 67% on AC and DA,
respectively) was very similar. Thus, there was no
change from pretraining to posttraining measures
among controls; there was an average increase of
about 29% among the LI group and an average
increase of 40% among the FI group, regardless of
grade.

To illuminate the influence of training on tasks
of the three content types, average percentage suc-
cess was calculated according to task category. This
would highlight if learning liberated reasoning, so
to speak, from its dependence on familiar content.
It is clear that only FI was found to have this liber-
ating effect. Specifically, no group of children mas-
tered familiar fallacies before instruction (success on
these tasks was always < 46%); however, all four
groups, LI and FI at both grades, mastered them
after instruction (success always > 58%). In concern
to nonreal relations, LI did not enable third (mean
success increased from 12% to 43%) or sixth graders
(mean success increased from 21% to 46%) to reach
a 50% success criterion that would credit them as
an age group with the ability to deal with the falla-
cies. However, FI did enable both third- (mean suc-
cess increased from 12% to 60%) and sixth-grade
(mean success increased from 12% to 70%) children
to solve this kind of task. Although the pattern was
similar in concern to arbitrary relations, as expected
(Prediction 1) they proved more difficult than non-
real relations as they were mastered only by FI
sixth graders. Specifically, both LI third graders
(mean success increased from 11% to 34%) and LI
sixth graders (mean success increased from 7% to
34%) did not master the fallacies with arbitrary con-
tent. FI third graders did not (mean success
increased from 13% to 43%) but FI sixth graders
did master the arbitrary content (mean success
increased from 8% to 61%). Obviously, training did
not completely cancel age differences in deductive
reasoning. That is, children of both age groups
moved forward as a result of training but, contrary
to Prediction 4ii, a distance between the two age
groups was preserved.

The second analysis examined attainment in aware-
ness and it is related to the second prediction (see
Table S2, for the raw mean scores used in this analy-
sis). This was a 2 (grade) x 3 (training) x 2 (pretrain-
ing vs. posttraining) x Logical Scheme (determinate
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vs. fallacies) analysis of variance with repeated mea-
sures on the last two factors. The sum of the scores on
the four fallacies and the three determinate tasks were
transformed into z scores to ensure comparability.
Consistent with Prediction 2, both the effect of grade,
F(1, 174) = 48.78, p < .0001, nz = .22, and training, F
(2,174) = 10.50, p < .008, n? = .05, were highly signifi-
cant indicating that 11-year-olds outperformed 9-year-
olds and trained children exceeded controls. The
pretest—posttest comparison was marginally signifi-
cant, F(1, 174) = 3.67, p < .06, n* = .02, but the Pre-
Posttest x Training interaction was highly significant,
F(2, 174) = 6.87, p < .001, n* = .07, indicating that
children involved in training performed better than
controls at posttest.

These results reflected (see Figure 1) the fact that
an average of 20% and 38% of third graders solved
the awareness tasks concerning the fallacies and the
determinate logical tasks, respectively. The corre-
sponding figures for sixth-grade controls were 47%
and 62%, respectively. Of the LI third graders, 26%
and 43% solved the fallacies and the determinate
tasks, respectively. The corresponding figures for
sixth-grade controls were 62% and 76%, respec-
tively. Of the FI third graders, 43% and 66% solved
the fallacies and the determinate tasks. The corre-
sponding figures for sixth graders were 65% and
79%, respectively. This pattern suggests that aware-
ness of determinate logical schemes emerges spon-
taneously at the age of 11 years, but it is within the
reach of 8-year-olds if systematic training is avail-
able. LI, however, was not enough to make them
aware of the fallacies. This, however, was sufficient
to make 11-year-olds aware of them. These patterns
are fully consistent with Prediction 2, but not with
Prediction 4ii.

Structural Relations

To test predictions about relations between pro-
cesses, several types of SEM were employed. These
models aimed to map the effects of training and the
possible involvement of processing efficiency, WM,
intelligence, and conceptual/verbal fluency. SEM
methods for modeling of training studies are prefer-
able over more classical methods for two reasons.
First, they allow the researcher to capture underly-
ing latent constructs and specify how they relate
with each other. Second, they allow one to separate
effects at various levels of generality, freeing model-
ing from possible noise that is associated with pos-
sible covariation between observed measures (see
Bentler, 2006; Demetriou et al., 2013; Joreskog,
1970).
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Figure 1. Mean percent success on reasoning and awareness tasks as a function of grade and experimental condition.
Note. AC = affirming the consequent; DA = denying the antecedent; Pre = pretest; Post = posttest.

In all models, the following factors were
involved (see Figure 1). There was a factor for
attention control, defined in reference to the incon-
gruent measures (a processing speed factor defined
in reference to the two congruent measures was
found to be redundant to attention control and it
was thus dropped). There was also a factor for WM
related to the three corresponding tasks. To capture
inductive reasoning, three sum scores were created
to stand for performance on the Naglieri test (one
for performance on spatial visualization and pattern
completion, another for serial reasoning, and
another for reasoning by analogy). These scores
were related to a factor standing for gf. To capture
S/V{, three sum scores were created to stand for
performance on the respective tasks (recalling ani-
mals and fruits, electrical appliances and toys, and
clothing and relatives). These scores were related to
another factor standing for S/Vf. To capture perfor-
mance on the fallacies before and after intervention,
two sum indicators were created for each testing,
one for AC and one for DA, which involved all
three content types (real relations, arbitrary rela-
tions, and nonreal relations). The two sum scores of
each testing time were regressed on a different fac-
tor. These factors stand for deductive inference as
such. It is noted that MP and MT were not included
in these models. Limited variation because of ceil-
ing performance strips these schemes of any infor-
mational value for the models. In the same fashion,
two sum scores were created for logical awareness
at each testing time. One of them involved aware-
ness of determinate logical relations (i.e., transitivity
and MT) and the other involved the awareness of
the fallacies. The two scores at each testing wave
were related to a different factor to stand for logical

awareness before and after intervention. To facili-
tate model convergence, all scores above were
transformed into z scores. The mean raw scores and
standard deviations of the measures used in this
analysis are presented in Table S3. The correlations
between the z scores used in the various models are
shown in Tables S54-S7. It can be seen that correla-
tions between tasks addressed to the same construct
were always significant and generally moderate to
high. The maximum likelihood method was
employed because scores conformed to a normal
distribution. All participants were included in these
models as there were no outliers to be excluded.

The WM, inductive reasoning, and S/Vf factors
were regressed on a second-order factor reflecting
general representational (WM), inferential power
(inductive reasoning), and flexibility (S/Vf). This
factor is a strong measure of gf. The pretraining fac-
tors for deductive inference and awareness were
regressed on another second-order factor, standing
for broad general deductive reasoning (gDR). This
manipulation allows the dissociation of the effects
of gf and gDR on postinstruction deductive infer-
ence and awareness from the effects of the specific
processes represented by each of the specific factors
(e.g., information storage, search and alignment,
retrieval in gf and scheme use, and awareness in
gDR).

Exploring the Overall Structure of Processes

These factors were used in two different types of
models. A series of MIMIC models (models with
multiple indicators and multiple causes; Bentler,
2006) were first used to explore the relations
between processes and the possible impact of



training and age. In this model, both grade (third
and sixth) and training (control, LI, and FI) were
specified as categorical variables which were then
used in the various relations as specified below.
The MIMIC approach was combined with the sim-
plex approach (Joreskog, 1970) in order to precisely
disentangle the effects of training and each of the
various pretraining factors on each of the two post-
training factors. Specifically, the attention control
factor was regressed on grade, gf was regressed on
attention control, and gDR was regressed on gf. At
a first step, each of the two posttraining factors was
regressed on training, attention control, and the
residuals of all other pretraining factors. In principle,
this model assumes that performance after training
varies as a function of training, a basic executive
function indexed by attention control, and the addi-
tional inferential and representational processes rep-
resented by each of the other factors that are not
accounted for by training and executive function.
The fit of this model fell short of the standards for
acceptability, ¥*(170) = 411.49, comparative fit index
(CFI) = .87, root mean square error of approxima-
tion (RMSEA) = .089, CI = .078, .10, model Akaike’s
information criterion (AIC) = 71.49. According to
lacobucci (2010), a good fit is indicated if the
indices are as follows: %2/ df <2, CFI>.9, and
RMSEA < .08.

The relative misfit of the model was caused by the
fact that some of the relations between pretraining
and posttraining factors were very low. To purify
the model, nonsignificant relations or relations with
nonsignificant factor residuals were dropped from
the model. This manipulation resulted in a signifi-
cant improvement of the model fit, y*(173) = 383.45,
CFI = .88, RMSEA = .082, CI=.071, .093, model
AIC = 37.41. Based on modification indices avail-
able, one extra relation was introduced into this
model. Specifically, the factor standing for perfor-
mance on the Naglieri test was regressed on grade,
in addition to its regression on gf. This addition
resulted in a large improvement of the model fit, ren-
dering it perfectly acceptable, x*(172) = 315.17,
CFI = .92, RMSEA =.068 (CI =.056, .080; model
AIC = —28.83).

The relations between processes examined at
pretest were generally consistent with the third pre-
diction. As expected, all processes emerged as dis-
tinct first-order factors. Also, WM, inductive
reasoning, and semantic/verbal flexibility were
related to one second-order factor standing for gf
and deductive inference and awareness were
related to another second-order factor standing for
gDR. The relations between these general factors
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favored theories assuming that gf and deductive
reasoning are strongly related. It can be seen in Fig-
ure 2 that the gf factor accounted for 61% (.78) of
the variance of the deductive reasoning factor.
Notably, attention control was highly related to gf
(—.88), accounting for 77% of its variance. Thus, gf
mediates strongly between conditional reasoning
and executive control processes, in addition to its
direct contributions specified above. That is, more
than two thirds of the effect of gf on deductive rea-
soning (46% of 61%, .78 x —.88) came from the
strong attention control-fluid intelligence relation.

The effect of training on the two posttest factors
was consistent with the fourth prediction. That is,
the effect of training on deductive inference (.51)
was much larger than on awareness (.23). The rela-
tions between each of these two posttraining factors
with the pretraining factors are shown in Table 1. It
can be seen that these relations are generally consis-
tent with the fifth prediction. Specifically, the rea-
soning factor, in addition to training, was
significantly related not only to the pretraining
deductive inference (.42), but also to attention con-
trol (—.18), gf (.16), and awareness (.22). The pattern
of relations of posttest awareness was considerably
different. In addition to training, this factor was
highly related to attention control (—.68), pretest
awareness (.60), gf (.32), and cognitive flexibility
(.15).

Exploring the Influence of Learning on Relations
Between Processes

The MIMIC models above showed how much of
the postinstruction variance on the factors of inter-
est came from instruction (in simpler words, how
many individuals changed because of instruction).
However, these models did not specify the precise
size of this effect (i.e., how much these individuals
changed) or the possible differentiation of the rela-
tions between factors as a result of instruction. To
uncover these relations, a structured means analysis
was implemented, involving the three experimental
groups. This analysis was based on the final
MIMIC model discussed above. Specifically, the
same measurement—factor and factor—factor rela-
tions were involved in each group. Also, all mea-
surement—factor relations and all pretraining factor—
factor relations were constrained to be equal across
the three groups, assuming that all measurements
represented the measured construct equally well in
the three groups and that the three groups were
structurally identical before training. To compare
the three groups with regard to change in reasoning
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Table 1
Structural Relations Between Processes and Intercepts Revealed by the MIMIC and the Structured Means Models

Process AttC gf S/Vft gDR Reason Aware Instruction Intercept Var
Reasoning
MIMIC —.18 .16 22 42 51 — 0.54
Structure means
Control —.38 .14 .66 0 0.60
LI —.19 .37 A1 72 0.34
FI -.25 43 40 92 0.41
Awareness
Mimic —.68 .32 .15 .60 — — .23 — 1.00
Structure means
Control -.37 .89 .26 0 1.00
LI —.47 52 .68 .35 0.95
FI —.62 A48 45 .36 0.82

Note. Fit indices for the MIMIC model: ¥*(172) = 315.17, comparative fit index (CFI) = .92, root mean square error of approximation
(RMSEA) = .068, CI = .056, .080, model Akaike’s information criterion (AIC) = —28.83. Fit indices for the structural equation modeling:
x2(476) =597.35, CFI = .93, RMSEA =.068, CI=.049, .083, AIC = —.354 = 65. Nonsignificant relations are shown in italics.
MIMIC = models with multiple indicators and multiple causes; AttC = attention control; gf = fluid intelligence; S/Vf = spatial/visual
intelligence; gDr = general deductive reasoning; Var = variance accounted for; LI = limited instruction; FI = full instruction.

and in awareness as a result of instruction, each of  intercepts of the observed variables were specified
the observed variables and each of the five factors  as free parameters in each group, but each intercept
were also regressed on their intercept. The  was constrained to be equal across the three



groups. The intercepts of all pretraining factors
were fixed to 0 in all three groups to implement the
premise that the three groups were identical in
these abilities before instruction. This premise is
also based on the finding that the three groups did
not differ at pretest. However, the intercepts of the
two postinstruction factors were fixed to 0 in the
control group and they were specified as free
parameters in the two instruction groups. Under
these conditions, the intercepts of the variables may
be taken as a kind of baseline for the variables. Dif-
ferences in the means of the variables between the
control group and each of the two instruction
groups must, therefore, arise from our intervention,
which, in the context of the study, was the only fac-
tor differentiating the three groups. These differ-
ences are expressed in the intercepts of the factors
to which the variables are related. That is, signifi-
cant factor intercepts in the group where the inter-
cepts were set as free parameters indicate that this
group has more (or less) of the ability represented
by the factors than the other group because the
intercepts in this later group were fixed to O.
Finally, it is noted that these intercepts may be
taken as equivalent to effect sizes because they rep-
resent z rather than raw scores. The fit of this
model was very good, y*(474) = 584.03, CFI = .93,
RMSEA = .064, CI = .045, .063, model
AIC = —-363.97.

The structural relations and the factor intercept
values uncovered by this model are also shown
in Table 1. It can be seen that all intercepts were
significant, indicating that both levels of instruc-
tion were effective at changing both reasoning
and awareness. However, the reasoning intercept
of the FI group (.92) was significantly higher than
the reasoning intercept of the LI group (.72;
z =269, SE =.13, p <.025). The awareness inter-
cepts were practically identical (.34 and .36 in the
LI and the FI group, respectively). Therefore, only
change in reasoning varied as a function of the
level of instruction. This pattern is close to Predic-
tion 4i.

How did instruction impact relations between
processes? It can be seen in Table 1 that these rela-
tions were generally consistent with Prediction 5.
At a general level, consistent with Prediction 4i,
both learning in reasoning and awareness were
related with processing efficiency and gf and these
relations varied with training. However, the profile
of relations varied across groups and relations.
Specifically, dependence of reasoning on attention
control was similar in the three groups, varying in
the low to moderate range (ie., —.38, —.19, and
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—.25 for control, LI, and FI, respectively; negative
relations reflect the fact that attention control scores
are (RT) and thus decreasing with increasing
speed). However, dependence of awareness on
attention control increased systematically as a func-
tion of instruction (i.e.,, —.37, —47, and -.62,
respectively), indicating that training activates
attention control which is reflected in enhanced
awareness. Interestingly, however, dependence of
reasoning on gf increased as a function of instruc-
tion; it was nonsignificant in the control group (.14)
but moderate and significant in the LI (.37) and the
FI group (.43), indicating that the more the effort
required for learning the more investment is made
in gf. Dependence of awareness on gf was always
high but it was considerably higher in the control
(.89) than the LI (.52) and the FI groups (.48). Self-
regressions were significant and generally moderate
to high for both reasoning (i.e., .66, .41, and .40 the
three groups, respectively) and awareness (.26, .68,
and .45, respectively). These results are consistent
with Prediction 5, suggesting that awareness is clo-
sely related to executive control and cognitive flexi-
bility in addition to its relation to gf reflecting
general inferential power.

Exploring Learning x Age Interactions

To examine if the two age groups reacted differ-
ently to training, the structure means model above
was tested in a two-group setup focusing on age.
The first group included all third graders and the
second group involved all sixth graders. The fit of
this model was very good, ¥*(325) = 400.17,
CFI = .94, RMSEA = .051, CI =.031, .067, model
AIC = —.249.83. There was a trend for the effect of
training on reasoning to be stronger among sixth
(.52) rather than third graders (.41); inversely, the
effect of training on awareness was stronger among
third (.27) rather than sixth graders (.17). Also,
dependence of both, reasoning and awareness on
attention control was stronger among third graders
(—29 and —.40, respectively) than sixth graders
(=12 and —.21, respectively). Dependence of rea-
soning (.20 vs. .21 for third and sixth graders,
respectively) and awareness (.58 vs. .59 for third
and sixth graders, respectively) on gf was practi-
cally identical as it was dependence on gDR (.13 vs.
19 and .62 vs. .73 for reasoning and awareness
among third and sixth graders, respectively) and S/
Vf (17 vs. 22, respectively). Therefore, the only
major difference between the two age groups was
concerned with the relations between attention con-
trol and awareness.
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Exploring How Processes Mediate Learning

How is the effect of training on each of the two
posttest factors mediated by the other factor? A
slight modification of the MIMIC model was
employed to answer this question. Specifically, in
this model, each of the posttest factors was
regressed on both of pretest training factors, itself
and the other one. To specify if reasoning carries
any training effects on awareness, reasoning was
regressed on awareness, and awareness was
regressed, in addition to the two pretest factors, on
posttest reasoning as well. To specify if awareness
carries any training effects on reasoning, these two
extra relations were inverted. That is, awareness
was regressed, in addition to the two pretest fac-
tors, on posttest reasoning, and posttest reasoning
was also regressed on posttest awareness. In these
models, which fit the data well, ¥*(176) = 326.95,
CFI = .92, RMSEA = .068, CI =.056, .079, model
AIC = —.30.05, the direct effects of training on rea-
soning (.52) and awareness (.24) were very similar
to the effects obtained above. However, there was a
vast difference in the indirect effects. Specifically,
the indirect effect of training that reasoning carried
on awareness, although significant, was low (.12).
However, the indirect effect of training carried by
awareness on reasoning was practically equal to the
direct effect of training (.51). This is an impressive
finding: Practically all of the effect of training on
reasoning was mediated by awareness (i.e., 26% out
of 27% of posttraining reasoning variance
accounted for by training). However, only a very
small amount of the effect of training on awareness
was mediated by reasoning (i.e., only 1% out of 6%
of posttraining awareness variance was accounted
for by training. This huge difference in mediation is
associated with the fact that training affected differ-
ently the relations between reasoning and aware-
ness. Specifically, the relation between awareness
before training with reasoning after training was
very low (.07). This relation increased extensively
and significantly after training (.39), z =284,
p <.01. The relation of reasoning before training
with awareness after training was also very weak
(.09). Training strengthened this relation (.20), but
the increase was not significant, z = .83, p > .05.
Also, the regression of reasoning on awareness at
posttest (.39) was significantly higher than the
regression of awareness on reasoning at posttest
(.20), z = 2.59, p < .01.

Comparing cross-lagged relations estimated
within each of the three experimental groups may
shed light on the mechanism through which

training exerts its impact. To estimate these rela-
tions, the structured means model presented above
was modified so that posttraining reasoning and
awareness were regressed on both pretraining fac-
tors. The cross-lagged relations do speak about the
role of awareness as a conveyor of training effects.
Specifically, the regression of posttraining reasoning
on pretraining awareness increased systematically
across the three experimental groups (i.e., —.05, .21,
and .25 in the control, the LI, and the FI group,
respectively). The difference between the control
and the LI group was marginally significant
(z=1.57, p <.06), and the difference between the
control and the FI group was significant (z = 1.76,
p <.05). The regression of posttraining awareness
on pretraining reasoning was always very low and
nonsignificant (.09, .14, and —.09 in the three
groups, respectively). Therefore, training improved
the tuning between awareness and reasoning,
resulting in improved reasoning performance. How-
ever, any improvement in reasoning per se as a
result of training neither transferred to awareness
nor it modified its relations with it. Obviously,
these results are fully consistent with Prediction 6.

Qualitative Evidence

The differences between explanations given by
children in the three experimental groups are con-
sistent with the results above. First, many more
trained children than control children invoked mul-
tiple models to explain their reasoning. Specifically,
the majority of children in the control group
advanced equivalence explanations (62% and 31%
of third and sixth graders, respectively) rather than
model-based explanations standing for an explicit
MP-AC and MT-DA differentiation (0% and 7% of
third and sixth graders, respectively). On the con-
trary, a relatively large number of children in the FI
group (33% and 40% of third and sixth graders,
respectively) advanced model-based explanations
indicating this differentiation. Children in the LI
group split between those who advanced equiva-
lence explanations (17% and 27% of third and sixth
graders, respectively) and those who advanced
model-based explanations (14% and 13% of third
and sixth graders, respectively). Second, there was
an interaction between content and explanations.
That is, even trained children who gave multiple
models explanations to conventional tasks (i.e.,
20%, 67%, and 67% of third graders and 63%, 60%,
and 90% of sixth graders in the control, the LI, and
the FI group, respectively) reverted to equivalence
explanations of their responses to arbitrary tasks



(i.e., 7%, 13%, and 30% of third graders and 7%,
23%, and 47% of sixth graders, for the three experi-
mental groups, respectively).

Discussion

In short, the two determinate logical schemes, MP
and MT, were fully mastered by third graders, but
the two fallacies, AC and DA, were not mastered
even by sixth graders. Our intervention program
enabled both age groups to master the fallacies.
The key to this success was awareness of the infer-
ential identity of each scheme and the principle of
logical consistency. Overall, awareness almost fully
mediated the influence of training on deductive
inference as such, although it was itself based on
deductive inference more than on any aspect of
control or awareness. However, awareness was
highly dependent on attention control, and this
relation strengthened with training. Several impor-
tant cognitive, developmental, and educational
implications emerge from these findings. These are
discussed below.

Cognitive Implications

Cognitive and psychometric theories disagree
about the composition of deductive reasoning and
its relation with gf in general and inductive reason-
ing in particular. Our findings suggest, first, that
inferential and awareness processes are integral
constituents of deductive reasoning. The general
factor accounting for pretest performance on rea-
soning, and awareness tasks substantiates this inter-
pretation (see Figure 1). This is consistent with
theories postulating that deductive reasoning is not
possible without awareness (Demetriou & Kazi,
2006; Moshman, 2011; Ricco & Overton, 2011). Cog-
nizance lifts inductive inference to deductive infer-
ence by imposing evaluative constraints and criteria
on both the flow of inference and the conclusions
possible. Cognizance may also moderate decisions
about the allocation of mental resources.

Second, deductive reasoning is highly related to
but is not identical with gf. The model in Figure 1
suggests that gf provides deductive reasoning with
the representational possibilities needed to repre-
sent the premises involved (e.g.,, WM), the abstrac-
tion processes needed to integrate the premises
along a relational theme (e.g., inductive inference),
and the semantic/verbal flexibility needed to shift
between conceptual spaces in order to envision the
models implied by alternative conclusions (i.e.,
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relational trials). The strong relation between atten-
tion control and gf in the model (Figure 1) suggests
that gf also mediates between executive control pro-
cesses and deductive reasoning. These findings
favor theories claiming that inductive and deduc-
tive reasoning share inferential processes (Johnson-
Laird & Khemlani, 2014) rather than theories claim-
ing their independence (Rips, 2001).

Dual process theories of reasoning suggest that
faultless automated inference would be preferable
over conscious but effortful reasoning. The first is
fast and errorless; the second is slow and error-
prone, especially when many and unfamiliar fac-
tors need to be considered (Kahneman, 2011; Ricco
& Overton, 2011). Thus, development or learning
to reason would ideally shift the balance toward
automated reasoning. Some findings in this study
relate to this question. First, automating reasoning
needs awareness at some point in time. Practically
all of the change in deductive inference was medi-
ated by awareness, but very little of training-
related change in awareness was mediated by rea-
soning. Second, awareness change was heavily
mediated by attention control and, to a lesser
degree, by cognitive flexibility. This later finding
suggests that the ability to focus processing on a
target, the substance of attention control, reflects
an awareness of both the process involved and the
means needed to match this process to a stimulus
and activate it accordingly. However, the partici-
pation of gf in deductive reasoning strengthened
with training (.14, .37, and .43, across the three
training groups, respectively), suggesting that flu-
ent inferential processes gradually take control
over reflective processes.

This pattern of results bears some implications
for psychometric theories of intelligence. Specifi-
cally, the inferential component of deductive rea-
soning, in itself, is a weak index of general
intelligence. This finding seems, superficially, con-
sistent with literature suggesting that performance
on conditional reasoning tasks is largely encapsu-
lated into crystallized prior knowledge related to
task content and language ability (Byrne & Tasso,
1999; Overton, Ward, Noveck, Black, & O’Brien,
1987). The very crystallization process, however, is
a strong index of several important components of
general intelligence, primarily executive control and
awareness. These components mediate the construc-
tion of principles about inference rendering deduc-
tive reasoning possible (Demetriou & Kazi, 2006;
Spanoudis et al., 2015). We turn to development to
highlight how the various processes are interwoven
with growth.
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Developmental Implications

The developmental model outlined in the Intro-
duction accommodates the pattern of acquisition of
the four logical schemes and awareness about them.
According to this model, MP is grasped in prag-
matic contexts already at 5-6 years of age; prag-
matic MP at this phase is basically an induction
that locks two representations (“A occurs” and “B
occurs”) together into an inductive rule (i.e., “When
A occurs, B also occurs”). Transition to the cycle of
rule-based inference at 67 years lifts the represen-
tational alignments of the previous cycle into a
rule-based representational imperative (A and B, A,
therefore B). MT is grasped in the second phase of
the cycle of rule-based inference, at 8-9 years, indi-
cating that the representational imperative is fluent
enough to be read both ways (A and B, not B,
therefore not A).

The integration of MP and MT into a fluent infer-
ential ensemble suggests that inductive imperatives
are transformed into deductive necessities when the
rules underlying their relations are explicitly
metarepresented into a system specifying how differ-
ent inferential spaces are interrelated. The rules are
as follows: (a) Different representational spaces may
have different inferential constraints (e.g., birds fly,
mammals walk, fish swim, etc.) yielding different
inductive implications about individual elements in
each space (e.g., blackbirds fly, elephants walk,
sharks swim, etc., respectively). (b) Moving across
representational spaces is possible; however, shifting
across spaces (e.g., imagining that “elephants are
birds”) implies transfer to the constraints of the new
space (i.e., “elephants must fly”). (c) The primary
premise defines the constraints of the space; the sec-
ondary premise only specifies an application domain
of this space. Therefore, actual properties (e.g., ele-
phants are mammals) are overwritten once they con-
form to the deductive rule “A & B, A — B,” which
cuts across spaces. Grasping the fallacies entails only
one further metarepresentational step. (d) This is the
suppositional stance that brings disparate represen-
tational spaces back into the deductive rule as a
deductive moderator “Aput probably also C, D, E, . . ) &
B.” When A vis-a-vis B is represented as one option
among others the MP-AC and the MT-DA equiva-
lence necessarily breaks because asserting B (AC) or
denying A (DA) hints to the options beyond A. Obvi-
ously, grasping and integrating these rules into a
smoothly running metalogical system is a major
developmental construction that takes place
throughout the last two cycles of development.

Pretest performance suggested that sponta-
neously grasping the last two steps is difficult even
for sixth graders. Posttest performance suggested
that this is feasible by systematic learning focusing
on the necessary awareness and skills: that is, train-
ing freed children from the fallacy of the MP-AC
and MT-DA equivalence, enabling them to envis-
age the alternative models that might be implied by
the lack of information needed for a necessary con-
clusion. However, this fallacy is strong enough to
surface any time the alternative models must be
constructed without any aid from previous knowl-
edge or experience. Performance across the three
content domains and related explanations shed
light on the process of overcoming the equivalence
fallacy. That is, familiar tasks are easier because
they are more likely to be associated with experi-
ence-based mental models than both arbitrary and
nonreal tasks; nonreal tasks are easier than arbitrary
tasks because nonreal tasks may be more easily
supported by reality-geared counterexample models
(e.g., we know that all rabbits have four legs) than
arbitrary relations, which must be checked one by
one vis-a-vis both the deductive rule and the
deductive moderator. Therefore, building the suppo-
sitional stance is an important component of any rea-
soning training program. This stance must be
intertwined with an explicit representation of a grid
of implications associated with the deductive mod-
erator above and practice to dominate over contex-
tual fallacies. Below we explicate how the training
program attained this target.

Learning and Educational Implications

It was noted in the Introduction that training
using logic as such, counterexamples, or mental
models met with limited success. This is to be con-
trasted with the success of the present intervention
program. Admittedly, this program involved com-
ponents of all three of the factors above: Although
truth tables were never explicitly taught here, chil-
dren were trained to recognize the four logical
schemes and several other principles underlying
conditional reasoning. Also, training in taking an
analytical approach to premises as contrasted to
their literal meaning facilitated children to adopt
the suppositional stance to problems. They also
practiced in envisioning mental models related to
each scheme or principle, using them as examples
implementing or countering each. Comparing and
evaluating models for each scheme demonstrates
the value of the suppositional stance.



These findings suggest that the key to the suc-
cess of the program was explicit awareness of the
four schemes and the notion of logical consistency
that allowed their integration into the moderated
deductive rule specified above. In terms of sponta-
neous developmental time, this short training pro-
gram pulled children up by an almost full
developmental phase, preserving a distance
between ages. That is, trained third graders became
able to cope with the fallacies if aided by context
and trained sixth graders became able to cope with
fallacies regardless of content and context. Interest-
ingly, the awareness gained was commensurate to
reasoning gains.

Building cognizance is a demanding process in
several ways. First, to build up, cognizance requires
mental resources and skills for handling them that
would allow the thinker to assimilate information
about inferential and representational processes into
online reasoning tasks. The higher the demand for
cognizance the more these resources and skills are
needed. This is suggested by the fact that awareness
was strongly related to attention control and that
this relation increased systematically with increasing
training (—.37, —.47, and —.62, for control, LI, and
FI, respectively). Therefore, building and fluently
using awareness to identify logical schemes and
implement them accordingly requires systematic
capitalization on mental resources available.

Second, mental resources vary with developmen-
tal phase, suggesting that building cognizance may
also vary across phases. It is reminded that both
awareness and reasoning were more closely related
with attention control among third (—.40 and —.29,
respectively) rather than sixth graders (—.21 and
—.12, respectively). This suggests that the main dri-
ver of change in reasoning and awareness at the
early steps of constructing the rules of inference is
the efficient handling of mental resources. Later,
other processes may be involved. Thus, awareness
training in the cycle of rule-based inference may
generate insight into the logical implications of the
various schemes, but this insight is not yet crystal-
lized into the metalogical rules specified earlier. The
qualitative results summarized above suggest that
this crystallization occurs in the cycle of principle-
based inference. Thus, with development and/or
relevant training deductive reasoning is freed from
content or relational constraints, availing itself as a
tool of informational, relational, and decisional
evaluation. Admittedly, the drop of relations
between attention control and awareness in this
cycle suggests that the crystallization of these meta-
logical rules draws upon processes that escaped the
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present program. This assumption may be related
to the finding that the training program changed
deductive inference more than awareness. That is,
one might argue that lifting inference into aware-
ness and causing an explicit metarepresentation of
this awareness into metalogical schemes that can
readily be called upon is a cumbersome process
that needs a more systematic ad hoc training pro-
gram than was provided by this experiment. Fur-
ther research is needed to resolve this issue.

The present study bears some important implica-
tions for education (see Demetriou & Christou, 2015).
First, a program aiming to strengthen reasoning
would have to build awareness about the logical
schemes of interest that are appropriate for the devel-
opmental cycle of interest. To attain this aim, chil-
dren must differentiate between general types of
reasoning, such as inductive, analogical, and deduc-
tive reasoning and associate current tasks with the
appropriate type. Also, they must acquire awareness
of similarities and differences between logical argu-
ments within each type. Second, training must high-
light the line of inference related to each logical
scheme and allow children to practice with exem-
plars varying in content from familiar to unfamiliar
and arbitrary and unrealistic. Children must be able
to use self-initiated mental models, varying in con-
tent and context, to check and validate conclusions,
such as MP, MT, AC, and DA. Similarities and differ-
ences between exemplars should be pondered and
explicitly represented. The aim would be to lift rea-
soning from a search of relations between mental
models to a grasp of underlying logical relations (see
Table S1, for examples). Third, training auxiliary pro-
cesses, such as information search (attention), repre-
sentation and storage (WM), and mental scanning
(flexibility) would also help. The aim would be to
enable children to focus attention on currently rele-
vant information and familiarize them with general
and personal representational limits. For instance,
recalling digits of an increasing number would
enable children to realize that there is a cut-off point
between what can and what cannot be stored. Let-
ting attention flow to irrelevant sounds may have the
same negative effect. Thus, one must be careful to
keep inference within the limits of what is personally
feasible. Finally, training must be tuned to develop-
mental phase. At preschool, children must realize
that the information in the premises is connected by
inference. At primary school, directed comparisons
across the various arguments would enable children
to differentiate form from content and understand
that logic constrains inference. In adolescence, chil-
dren must grasp the conditional and suppositional
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nature of reasoning and the role of form in constrain-
ing inference.

Limitations and Future Research

There are several directions in which future
research might extend this study. First, extending
this study in age phases not covered here might
show if the present findings apply to other develop-
mental phases as well. For example, it is important
to know if building awareness related to the infer-
ential possibilities associated with the cycle of rep-
resentation-based inference (i.e., from 2 to 6 years
of age) would accelerate transitions within and
across this cycle in the fashion found to work here.
It is also important to examine if these transitions
relate to other aspects of mental functioning, such
as executive control and gf in the way found here.
Second, it is equally important to examine if the
gains attained here in deductive reasoning are pre-
served over time and generalize to other aspects of
reasoning not examined here, such as causal rea-
soning, and the various aspects of mental process-
ing examined here only at the pretest. Third, the
voluntary participation in the study may have posi-
tively biased the results because of relevant motiva-
tion and interest. Therefore, the present findings
would have to be validated under conditions free
of this possible bias. Finally, the current rise of
interest in the relations between brain and cognitive
development renders it highly interesting to exam-
ine the cognitive changes caused by the present
intervention relate to brain changes (see Demetriou,
Spanoudis, & Shayer, submitted; Mackey, Miller
Singley, & Bunge, 2013).
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